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Abstract. In the field of consulting, the effective use of artificial intelligence (AI) depends on the ability of both the consul-
tant and the client to understand the results generated by the technology. Our knowledge graph-based approach to explainable
process analyses represents a hybrid AI approach that integrates symbolic approaches to structured knowledge with interactive
machine learning methods. Algorithmic procedures are traceable and analysis results are presented in a human-readable form. In
order to facilitate the presentation of identified weaknesses and suitable improvement measures of analyzed business processes
in a manner that allows for intuitive comprehension and enables human-in-the-loop interactions, it is essential to develop an
explainable, user-friendly interface. While considerable attention has been devoted to the computational aspects of generating
explanations, there is a clear need for further research into the design of user interfaces for explanations (XUI). To this end, a
systematic literature review was conducted, and 29 identified explanation components were summarized in a design catalog. The
implementation of a prototype XUI for our KBXAI-PA approach serves to demonstrate and evaluate selected design components
from the perspective of process analysts.
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1. Introduction and objective

In practical applications of artificial intelligence (AI) systems, a notable challenge is the lack of transparency
and traceability in AI results, which can contribute to a general sense of distrust and reluctance to rely on these
systems. This phenomenon, termed algorithm aversion in the literature, refers to the tendency to prefer human-
made decisions over those generated by algorithms [4]. The use of AI applications is associated with substantial
modifications to operational working methods and processes. With regard to process acceptance research [23], it
is assumed that processes that provide process participants with feedback or explanations on the process status
during execution are more likely to be accepted than processes that are less transparent for process participants. The
implementation of Explainable Artificial Intelligence (XAI) systems that provide understandable explanations of AI
results and incorporate human interactions through the use of a user-friendly interface has the potential to mitigate
the occurrence of algorithm aversion and enhance the acceptance of AI modified processes.

The objective of XAI is to develop explanation models for generating results and decisions that can be interpreted
by human users through a form of explanation. Consequently, an explanation model discloses the algorithmic deci-
sion pathways within an XAI system [2]. In order to facilitate the presentation of results from explanation models
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in a manner that is readable, comprehensible and understandable for users, XAI approaches also necessitate the in-
corporation of an eXplanation User Interface (XUI) [16]. XUIs offer users a comprehensive overview of all outputs
in the form of explanations. They facilitate a simplified description of generated results that can be interpreted by
humans and enable interactions between the system and the user [3].

The majority of XAI research is concerned with the computational aspects of generating explanatory models.
However, there is still a lack of research on the human-centered design of XUI [3, 27]. Nevertheless, it is imperative
that users possess a fundamental comprehension of the manner in which results are generated, as this is a prerequi-
site for their optimal utilization and adaptation. XUIs also facilitate the acquisition of high-quality human feedback,
which can then be employed for the purpose of learning algorithms [15]. The design of XUIs represents an appro-
priate avenue for providing explainable and usable AI, as well as contributing to cognitive support in human-AI
interaction [30].

Consulting services constitute a domain of personal services, characterized in the traditional sense by a close and
frequent interaction between consultants and clients. The application of AI technologies in the consulting industry
has exhibited a gradual increase in recent years, driven in part by the global pandemic caused by the SARS-CoV-2
virus [24]. Complex consulting technologies, such as process mining for analyzing business processes based on
event log data, or analytical self-service tools, necessitates a combination of technical and analytical expertise to
facilitate the interpretation of results in a manner that is aligned with customer expectations. XUIs can facilitate
the presentation of AI results in a intelligible manner to both consultants and their clients, and enhance interactive
learning models through the verification of results based on user feedback.

Our hybrid Knowledge graph-Based eXplainable AI approach to Process Analysis (KBXAI-PA) enables the gen-
eration of comprehensible results concerning deficiencies and the identification of suitable improvement measures,
based on the application of deduction algorithms and traversed result paths [10, 13]. In previous design cycles, an
explanation component was created with the objective of providing traceability of process analysis results [10]. Ad-
ditionally, an interactive machine learning model was integrated with the intention of incorporating user feedback
[11]. For a comprehensible result presentation that makes it straightforward for those without process analysis ex-
pertise to understand the reasons behind the identified weaknesses and the suitability of the proposed improvement
measures, the development of a human-understandable XUI with user interaction is currently in progress. In this
context, a component catalog for the design of XUIs was created, which was partially demonstrated and evaluated
on the basis of a prototypically implemented XUI [12].

The present article outlines the implementation and evaluation of additional design components for an XUI of our
KBXAI-PA approach and builds on an earlier publication on this topic [12]. The research method follows the Design
Science Research (DSR) process according to Peffers et al. [26]. First of all, we introduce the basics of human inter-
actions and user interfaces in the context of interactive learning methods. Section 3 presents a systematic literature
review according to Webster and Watson [29] for the identification of existing XUIs in the literature, their analysis
and the derivation of suitable design components in a design catalog. In Section 4, we introduce the current state
of our hybrid KBXAI-PA approach, including the architecture, process analysis procedure, reconstructions of result
paths as well as the interactive learning method. Afterwards, Section 5 demonstrates an extended development of
the XUI for KBXAI-PA by using selected design components. Finally, in Section 6, we present a detailed evaluation
of the implemented XUI through several expert interviews. Section 7 provides a synthesis of the principal findings,
a critical review thereof, and an indication of prospective avenues for further research.

2. Basics of human interactions for XAI

Explainable Artificial Intelligence (XAI) represents a research area that emerged with the increase in AI tech-
nologies and the consequent need for their applicability. XAI focuses on the development of methods and models
to generate explanations of AI results in a way that users can understand, thus reducing the tension between AI per-
formance and explainability [16, 21]. During the application of AI systems, users form mental models of systems,
objects and processes through their human perception, on the basis of which they try to explain and predict the func-
tioning of AI systems. The improvement of users’ mental models can contribute to increasing the explanatory power
by developing and using suitable explanation user interfaces (XUI) [8]. The utility of XUIs depends on their design,



A. Füßl and V. Nissen / Hybrid knowledge graph-based XAI approach to process analysis with XUI 3

1 1

2 2

3 3

4 4

5 5

6 6

7 7

8 8

9 9

10 10

11 11

12 12

13 13

14 14

15 15

16 16

17 17

18 18

19 19

20 20

21 21

22 22

23 23

24 24

25 25

26 26

27 27

28 28

29 29

30 30

31 31

32 32

33 33

34 34

35 35

36 36

37 37

38 38

39 39

40 40

41 41

42 42

43 43

44 44

45 45

46 46

47 47

48 48

49 49

50 50

51 51

what should be explained (content of an explanation) and in which form (presentation form of an explanation)[17].
Originally, XUIs were used for decision support in expert systems, in recommender systems as well as in Interactive
Machine Learning (IML) [8].

IML forms an intersection between the design of an XUI and an XAI system [15]. The user is involved in the
training process by using human input in the selection, creation and labeling of instances [7]. IML was introduced
to the Human Computer Interaction (HCI) community in 2003 by Fails and Olsen [9]. Compared to classic ML,
IML is characterized by faster (model adaptation at the time of user feedback), more targeted (adaptation of specific
aspects of the model) and incremental (small adaptations without major model changes) model adaptations [1]. This
allows users to interactively examine the effects of their actions and adjust subsequent inputs to achieve a desired
behavior.

Chromik and Butz [3] supplement the description of an explanation support according to Moore and Paris [20]
with interaction strategies and design suggestions for interactive XUI and consolidated them into four design prin-
ciples. Design principle 1, complementary naturalness, aims to supplement visual explanations (which illustrate
the internal functioning of an AI system) with natural language explanations. The combination of visual cues and
textual explanations can promote user understanding, user interaction and the adaptation of learning models.

Responsiveness through progressive disclosure comprises design principle 2. Studies have shown that there is a
fine line between ‘no explanation’ and ‘too much explanation’. The user’s individual need for explanation influences
this boundary [19]. The second design principle represents an iterative approach in which rather general information
is provided to the user and detailed information is complemented by requests made by the user.

Design principle 3 includes flexibility through multiple ways to explain. People acquire knowledge in different
ways. Páez [25] distinguishes between two ways in which people understand: understanding the cause (based on
real observations and examples) and objective understanding (based on simplified ideal models). The combination
of different explanation contents (e.g. local and global explanations, counterfactual explanations, example-based
explanations) and forms (e.g. tabular, diagrams, textual or colour highlighting) can increase the individual gain in
knowledge by complementing several explanation methods.

The fourth design principle, sensitivity to the mind and context, aims to provide functions for adapting expla-
nations in the XUI to the mental model and context of the recipient of the explanation. Users react differently to
different forms of explanations depending on existing biases. For this reason, it is necessary to offer personalised
and adaptable explanations [5].

The design principles provide a general overview of design objectives to be considered when developing XUIs.
However, it is not suggested how these can be implemented through specific design components in a user interface
(e.g. through textual, visual or tabular views, filter and sorting functions or a dialogue). The following section
examines existing XUIs with the aim of determining suitable design components for an XUI by considering the
design principles of Chromik and Butz [3].

3. Design catalog for explanation user interfaces (XUI)

3.1. Overview of literature research

XUIs using IML methods have a variety of design components for presenting results and adapting underlying
learning models that need to be selected, described and implemented as part of XUI development. A literature
review of existing XUIs, starting with publications in 2003, the year in which Fails and Oslen [9] first mentioned
the linking of IML methods in the context of HCI, served to identify design components, which were subsequently
structured in a design catalog with categorizing the components based on a concept matrix according to Webster and
Watson [29]. Accordingly, the design catalog is a tool for selecting appropriate design components and specifying
their requirements for an XUI under development.

In conducting the literature search, the following search query was employed: "Design" AND "explanation
interface" AND "interactive" OR "interactive machine learning" AND "user interface" AND "explainable". The
databases presented in Table 1 were selected for the literature analysis on the basis of their scientific focus. The
overall results based on the search string were initially evaluated for suitability in terms of title and abstract, after
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which duplicates were excluded. Subsequently, the papers were examined for identifiable design components using
full-text analysis, which resulted in 28 articles being identified. Further forward and backward searches yielded
seven additional papers.

Table 1
Number of literature results

Database Overall result Suitable

ACM Digital Library 68 4
Google Scholar 95 7
IEEE Xplore Digital Library 49 3
Science Direct 70 5
Springer Link 139 2

Total number of suitable literature 21 + 7

As a result of the literature review, 28 interactive XUIs were identified and categorized in a concept matrix.
A total of 22 are utilized for data, text, or content analysis, of which eight include a Question-Answering-Dialog
(QAD). Six XUIs are employed for image analysis, one of which incorporates a QAD, and one XUI is dedicated
to video analysis. The identified XUIs are based on a variety of XAI methods, including decision trees, generalized
additive models, neural networks, graphs, support vector machines, random forests, Shapley values, LIME, and dif-
ferent methods for black-box and white-box models. Moreover, the identified XUIs can be distinguished according
to the user group to which they are targeted. AI experts (in five cases) encompasses individuals engaged in the
development, analysis, and management of AI systems. These professionals may include software developers, data
scientists, and project managers. The user group of domain experts (23 times) comprises all other target groups,
including model users and users affected by model decisions who lack expertise in machine learning. A total of
25 of the identified XUIs underwent evaluation through user studies and case studies, while three XUIs were not
evaluated. The following section presents the identified design components in the form of a design catalog.

3.2. Design catalog of XUI components

The design catalog comprises 29 design components, which can be classified according to the design principles
(DP) as defined by Chromik and Butz [3], as illustrated in Table 2, column four. DP 1 encompasses the integration
of visual and textual forms of explanation. DP 2 is oriented towards a user-centric, interactive explanation process.
DP 3 combines different explanatory content, while DP 4 includes individual customisations.

Upon analysis of the design components, four categories were formed for structuring purposes, as indicated in
the first column: Explanation form, explanation content, interaction and adaptation. Two components could not be
assigned to any category and are listed under others. The categories represent four essential groups from which
selected design components can be used for XUI development.

The frequency of occurrence of the identified components in the literature can be used to assess their relevance.
The components are structured as follows: Components with a frequency of over 75% are assigned the value 1: ,
while components between 50% and 75% are weighted with a value of 3/4: . Those elements with a frequency of
less than 50% and greater than 25% are assigned a value of 1/2: , while components with a frequency of less than
25% are given a value of 1/4: . Table 2 presents the design components for each category in descending order,
according to their frequency of occurrence. It should be noted that the catalog does not claim to be exhaustive.

A review of the literature reveals that visual and textual forms of explanation are employed most often in com-
bination in several views for global and local explanatory content. In contrast, tabular explanations were employed
solely 11 times, predominantly for the presentation of numerical data. Over 60% of the identified papers employ a
combination of multiple explanation forms. Half of the identified papers employ counterfactual explanations, which
utilize what-if scenarios as a means of providing an explanation. Furthermore, adaptations of features (53.6%) or
concrete instances (67.9%) are also part of an XUI in the majority of the analyzed articles. Instance adaptations
pertain to a specific analysis result, whereas feature adaptations relate to an underlying machine learning model.
This illustrates that the user-centered modification of the learning model is a pivotal aspect in the development of an
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Table 2
Design catalog with components and their frequencies [12].

Category Design component DP Frequency (n=28) selected and evaluated
using KBXAI-PA

form of explanation visual #1 89.3% x_1
textual #1 75.0% x_2
multiple views #2 60.7% x_3
numerical #1 46.4%

table #2 39.3%

dependency diagram #2 32.1%

chat-based #1 14.3% x_4
why-explanation #2 14.3%

content of explanation global #3 89.3% x_5
local #3 85.7% x_6
counterfactual #3 50.0%

example-based #3 21.4% x_7

interaction feature relevance #3 60.7% x_8
search function #2 28.6% x_9
accuracy indicator #3 28.6% x_10
feature distribution #3 28.6%

visualization of changes in feature values #3 28.6%

quick-info #3 28.6% x_11
filters #2 25.0% x_9
sorting #2 25.0% x_9
comparison of multiple instances #3 25.0%

slider #4 25.0%

feature selection #2 21.4%

control elements #4 21.4% x_9
prioritizing #4 7.1%

adaption instance correction #4 67.9% x_12
feature correction #4 53.6% x_12

others font design #4 14.3%

video #3 3.6%

XUI. An examination of the interactions reveals that a number of functions were identified with medium frequency.
In the majority of XUIs (60.7%), the relevance of features that led to a result and on which an explanation is based
can be retrieved through user interaction. The remaining functions are employed to varying degrees in less than
30% of the reviewed articles, which is likely attributable to the specific domain of application. Search and filtering
functions, as well as functions for sorting and feature selection were counted six to eight times for each, although
these should be main functionalities. The results of the literature research indicate that the chat-based explanation
form and why-explanations, which provide information about the consequences of a recommended result, are used
less frequently. Furthermore, the utilization of customized font design to accentuate explanations or explanation
videos is also infrequent.

The design catalog offers an overview of selected XUI components and their respective frequencies. For those
engaged in the design of XUI systems, it provides a foundation for the selection of appropriate components for the
presentation of XAI results in a simplified and interactive manner, in accordance with the design principles for XUI
[3]. In a first prototype, an XUI for the knowledge graph-based XAI approach to process analysis (KBXAI-PA)
was demonstrated and evaluated [12] based on a part of design components marked in the last column of Table 2.
The present paper provides the demonstration of all the labelled components of Table 2 and a more comprehensive
overview of the XUI evaluation. In the following section, we initially introduce our KBXAI-PA approach.
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4. Current state of KBXAI-PA

4.1. Concept and architecture

The Knowledge graph-Based XAI approach to Process Analysis (KBXAI-PA) facilitates the identification of
deficiencies and suitable improvement measures in business processes on the basis of a knowledge graph architecture
enriched with expert knowledge. In the context of consulting practice, it is not possible to automatically derive such
conclusions from process models without the necessary semantic context. Process mining, an automated method
of process analysis, employs log data from IT systems to identify hidden process information within these systems
[28]. However, manual tasks and implicit process-related knowledge are not taken into account. Furthermore, the
interpretation of process mining results requires the application of specific analytical knowledge to derive practical
and useful conclusions.

A review of the literature revealed no freely available knowledge base in the form of an ontology that would be
suitable for identifying weaknesses and improvement measures in business process analysis. Furthermore, ontolo-
gies frequently permit modeling flexibility, which enables the interpretation of modeled content and, consequently,
makes the generic utilization and extension of the ontology for process analysis more challenging. In such domain-
specific cases, Noy and McGuinness propose the creation of an ontology from scratch [22]. For these reasons, we
employ an ontology-like knowledge graph architecture with deduction algorithms and inductive learning mecha-
nisms to develop a knowledge base for process analysis in the form of a knowledge graph and to implement the
process analysis procedure algorithmically.

The architecture of the knowledge graph can be described as a five-layer model, as proposed by [14]. The data
input layer (L4) is followed by the data transfer layer (L3), which is in turn succeeded by layers for information pro-
cessing and knowledge representation of concrete elements (L2) and abstract elements (L1). The solution layer (L0)
contains all activated nodes per analysis. With the exception of L0, the aforementioned layers consist of different
element classes that fulfil their respective layer functions, as illustrated in Figure 1.

Fig. 1. Architecture of KBXAI-PA with an example output according to [12]

Level L4 is employed for the interconnection of external data sources, which represent the input of an analysis.
XML-based BPMN process models are read out via specified interfaces. The data input elements, depicted as a
rhombus (see Figure 1), necessitate a minimum of one data transfer element at level L3. The purpose of data
transfer elements is to facilitate the transfer of data in the appropriate format (e.g. integer, string, single or multiple
choice) from level L4, here for instance from a BPMN process model, to analyze and activate knowledge elements
about process deficiencies and improvement measures at level L2. At level L3, the analysis criteria of the process
analysis are modeled. Such criteria may include the number of manual activities or repeated activities, which indicate
potential weaknesses in process models. Examples of such weaknesses are media breaks or duplication of work.
Weak points and improvement measures are modeled in the information processing levels L2 and L1 (comparable
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to A- and TBox). The basic association classes, including is, can, part of, used for and same as facilitate the
establishment of semantic relationships between the elements. The nodes of levels L2 and L1 may be equipped with
calculation formulas, which are used to obtain the Boolean values true (1) or false (0). A result expression r(vx) is
defined for the conditional activation of an element vx and is characterized by constraints (dashed edge, see Figure
1). The weak point user task as a type of media break (see Figure 1), is identified when a process is concurrently
engaged in both manual tasks and IT system operations. The associated result expression of the node user task:
r(vuserTask) = true← r(vmanualTask) > 0 && r(vIT system) > 0 leads to activation true, while all is successor nodes are
also activated (here: vmediaBreak and vweakPoint). The constraint between vweakPoint and voptimizedProcess indicates (dashed
edge, see Figure 1) that an optimized process exists as long as no deficiencies have been identified in a process
model. The following calculation formula is defined as follows: r(voptimizedProcess) = true← r(vweakPoint) == f alse.
Accordingly, the node voptimizedProcess represents the initial node of the process analysis procedure.

4.2. Process analysis procedure

Business processes are analyzed in four generic steps of analysis, initiated by deduction algorithms. Deduction
algorithms are classified into two categories: abstraction algorithms, which include Is-it and Kind-of, and concretiza-
tion algorithms, which encompass Characterize, Parts, Like and Find. Abstraction algorithms check knowledge el-
ements of the association class is for their Boolean values, activate linked is-successor elements of an entry node
and serve to identify weak points.

Algorithm 1 Analysis procedure in pseudocode
call (Q1) Is-it optimized process
if Result (Q1) == false then

call (Q2) Kind-of weak point
if Result (Q2) is not null then

call Characterize
call Parts
call Like
call Find
call (Q3) Find improvement measure
if Result (Q3) is not null then

Sort result elements by w
for each result element of (Q3) do

Calculate Ā
call (Q4) Find improvement tool
if Result (Q4) is not null then

Sort result elements by w
for each result element of (Q4) do

Calculate Ā
end for

end if
end for

end if
end if

end if

The initial analysis step (see Q1 in Algorithm 1) is thus designed to ascertain whether an optimized process exists
by examining a process model for the presence of at least one deficiency. Due to the negation of the first analysis
step, the second analysis step (Q2) identifies all weaknesses of the process model to be analyzed. Meanwhile,
concretisation algorithms are triggered depending on their respective association class. In order to identify activities
such as checking, all synonymous activities linked to the element check via same-as associations are analyzed using
the Like algorithm. For identifying properties of deficiencies, nodes that are linked via has or can associations are
analyzed by the Characterize algorithm. In this manner, semantic descriptions can be generated that pertain to an
identified deficiency (see exemplary analysis results in Figure 1: User task enter customer data can cause errors).
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Moreover, in the third and fourth steps (see Q3 and Q4 in Algorithm 1) of the analysis procedure, improvement
measures and tools for mitigating the identified weaknesses are determined using concretisation algorithms.

The process analysis procedure is shown above in the form of pseudocode. Here the variables w for the weighting
of nodes and A for the assessment of results are recalculated in the last two analysis steps. In the following sections,
we present the interactive learning method and the necessary reconstruction of result paths of the process analyses
on the basis of which an assessment of identified improvement measures will be made using weightings.

4.3. Building result paths

The result of a process analysis with KBXAI-PA includes weak points of a business process, recommendations
for suitable improvement measures as well as semantic description elements. All activated elements of a process
analysis become part of a results path that enables the derivation of an associated interpretable model. In this way,
generated results can be tracked in the knowledge graph and textual outputs (e.g. Online booking engine is a tool
used for automate data transfer.) can be generated on the basis of their association classes (is, has, can, part of, used
for and same-as), which enable comprehensible interpretations [10].

Different paths are traversed in a domain-specific knowledge graph during process analyses. In an example graph,
the respective nodes of different result paths (π1n , π2n , π1,2), which are formed during the process analysis by calling
up the deduction algorithms, are highlighted in grey, grey-black diagonal hatched and black, see Figure 2. Here, the
black nodes represent both activated nodes of a result path π1n as well as a result path π2n .

Fig. 2. Result paths π with activated nodes of process analyses [11]

During the course of the analysis procedure (Q1-Q4), the result paths can be structured into generic aggregations,
as illustrated in Figure 2 above. It should be noted that the arrow directions in the knowledge graph represent the se-
mantic context, rather than the algorithmic direction of analysis. The initial stage of the analysis procedure involves
the examination of all nodes that represent a weak point type, starting at the abstraction level. For instance, the
element media break can be identified as vweakPointType. Subsequently, the elements of the specification level are an-
alyzed, which represent concrete weaknesses as weak point specifications (e.g. existing user tasks as vweakPointS pec).
In addition, all nodes that exhibit semantic relations due to their associations also become part of a result path (e.g.
enter customer data, booking request as vx).

A result path π1a in which the user task enter customer data used for a booking request was identified as weak
point specification of the weak point type media break and the improvement measure automate data transfer using
an online booking engine as improvement tool was derived is as follows: π1a = vmediaBreak → vexistingUserTasks →
venterData → venterCustomerData → vCustomerData → vbookingRequest → vhandleMediaBreak → vautomateDataTrans f er →
vonlineBookingEngine.

However, it is not the case that all identified improvement measures are equally relevant for each process. The
suitability of improvement measures in relation to a deficiency can be rated higher or lower by assessing the results
of process analysis through the lens of user interactions.
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4.4. Interactive learning and assigning weightings

Through the incorporation of user feedback via an interactive learning loop of process analysis (see Figure 1),
human users are enabled to validate, assess the relevance and refine the results obtained from the process analysis
steps Q3 and Q4 [11]. The verification of process analysis results and the assignment of ratings are contingent on
the generated result path, as not every identified improvement measure is equally relevant for an analyzed process.
As an illustration, a media break may be identified at the point of entering customer data for a booking request (π1,
see Figure 2), as well as at the point of manually entering a stock list in an ERP system (see π2). In both cases,
automated data transfer appears to be a suitable improvement measure at first glance. However, if customer data
also includes travel preferences, which represent a customer-specific input, and a customer is undergoing on-site
consultation, other improvement measures appear to be more appropriate. In such cases, the user of the process
analysis should be able to assess the proposed improvement measures.

For each result path of a weakness, the user has the option of confirming (+1) or rejecting (−1) an improvement
measure. In the event that the user has no prior experience with the proposed improvement measure and takes
no action, the result of the corresponding result path is given the value null. The weighting w of a result node
vimprovementMeasure/Tool learnt through interaction can be calculated via the mean value of all evaluations A for a result
path of a weak point specification (see calculation formula in Figure 1).

For demonstration purposes, an erroneous association between a weak point and an improvement measure exists
within the knowledge graph, as illustrated in Figure 2. For the identified deficiency of the result path π2a , the node
vonlineBookingEngine is incorrectly proposed as an improvement measure regarding the weak point of enter stocklist data.
If, after three evaluation cycles, the value of the weighting of a result node assumes the value −1, the calculation
formula stored in the result node must be checked for correctness. The system prompts the user to check and correct
the calculation formula of the result node. In this case, the calculation formula r(vx) of the node vonlineBookingEngine

must be specified in a domain-orientated manner by expanding it by adding customer data in relation to a booking
request. The calculation formula must therefore be adapted as follows (additions in bold): r(vonlineBookingEngine) =
true← (r(venterData) && r(vcustomerData) && r(vbookingRequest) == t rue .

The integration of user feedback facilitates the refinement of process analysis procedures through each iteration,
enabling the prioritization of improvement measures for each identified weakness within a specific domain. This,
in turn, enhances the efficacy of deduction algorithms in identifying appropriate improvement measures within
the knowledge graph. However, a correct assessment of analysis results also requires a full understanding of the
process analysis and how results were generated. In the following, we show the design of an XUI with interaction
functionalities in a case study and evaluate the XUI in terms of comprehensibility and traceability of process analysis
results.

5. Demonstration of an XUI for KBXAI-PA

The objective of designing an XUI for KBXAI-PA is to present the analysis process and its results in a manner that
is easily readable, comprehensible and understandable, as proposed in the XAI goals [16]. The explanation should
be understandable to the extent that the user is able to identify indicators (e.g. concrete user tasks) that justify
the identification of a weakness (e.g. media break) by considering the path of result generation. Any proposed
improvements (e.g. enhancements to automation) should be supported by a detailed argumentation based on the
identified deficiencies. The user should be able to interact with the system in order to query detailed descriptions and
carry out verifications and corrections to a process analysis, which will then be considered in subsequent analyses.
A number of design components were selected based on a frequency of 1/2 to 1 in relation to the analysis procedure
in order to develop an initial design for an XUI for KBXAI-PA, ensuring that each design principle is represented by
at least one component (see Table 2, marked in the last column). In comparison to the preliminary XUI development
[12], the design components x_4, x_7, and x_9 were likewise included in the implementation and evaluation process.
However, further investigation of all other components is recommended in future research of KBXAI-PA as well as
for other XAI approaches.
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5.1. Execution of process analyses

The developed XUI has an interactive design and comprises two functional components: a backend with an ad-
ministration view for analysis and system experts, and a frontend with a process analysis view for domain experts
and end users. The administration view is utilized for the configuration of analytical procedures, encompassing
deduction algorithms and the construction of knowledge graphs. The process analysis view provides functions for
executing new process analyses and an overview of generated analysis results. Initiating a new process analysis
necessitates the upload of the process to be analyzed in BPMN format. Additionally, BPMN models generated from
previously analyzed event log data by process mining applications can be uploaded via an API. In this manner, a pro-
cess mining analysis may be refined through the utilization of our knowledge graph-based approach to explainable
process analysis.

For illustration purposes, a sample order-to-cash process model with carrier selection and shipping is considered,
comprising a number of user tasks, repeatable tasks and media, as well as organizational breaks (see Figure 3).
Following the upload of the sample process model, the analysis is executed.

Fig. 3. Sample order-to-cash BPMN model including carrier selection and shipping

When performing the process analysis, the nodes traversed by the analysis procedure in the knowledge graph are
first checked for weaknesses (e.g. media breaks). Linked predecessor nodes representing weakness specifications
(e.g. user tasks such as scan or print) are run through the deduction algorithms and checked against defined formulas
to calculate whether the weakness specification can be identified in the process model (e.g. by identifying and
counting message flows between organizational units and IT systems in BPMNs). Data input elements of the graph
architecture level L4 (see rhombus in Figure 4) are linked to each node containing a calculation formula with
required input values from a BPMN. A part of the underlying knowledge graph is shown in Figure 4, which is
available in the administration view.

The deduction algorithms examine the linked predecessor nodes for their result values true or false. In the example
of the L4 element BPMN message flow with one IT system counter (see right-hand rhombus in Figure 4), an interface
checks whether message flows exist between a lane or a pool with at least one IT system in the process model. The
corresponding formula is defined as follows r(vin f Trans f erUnitIT system) = true← r(vBPMNmessageFlowIT system) > 0. The
node information transfer between unit and IT system becomes true when the condition of the formula is fulfilled.
The result values are retroactively assigned to the successor nodes passed through on the analysis path. In this case,
the successor nodes user task, media break and weak point would also receive the value true. All other weaknesses
modeled in the analysis graph are thus analyzed and lead to the identification of appropriate improvement measures
[10].
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Fig. 4. Section of the knowledge graph

5.2. Procedure results of process analyses

The view of the analysis results represents the XUI at its core, see Figure 5. It comprises an Analysis overview
containing metadata related to a respective process analysis, such as a timestamp, the used analysis graph and
an overall result, procedure results on process deficiencies and finally recommended improvement measures. The
overall result of the sample order-to-cash process indicates that the analyzed process model exhibits potential for
optimization.

The area Procedure results: weak points displays all deficiencies analyzed in a process model, including a de-
scription and an explanation. In Figure 5, an extract of the identified weaknesses are represented (positions 1-5).
Each listed weak point has a result node title and a description of the result node. The zoom magnifier icon is used
to display explanations of how process deficiencies were identified in the knowledge graph. There are two sentences
with global explanations for the first identified result automation potential. The third sentence shows which tasks
in the process model have automation potential and for what reason (because of repeatable tasks). The explanation
phrases are created according to the traversed result paths of a process analysis and taking into account activated
nodes and their association classes. A log of all result path runs πn, including the calculated results and activated
nodes with the value true, is documented in the administration view. A log extract for identifying the improvement
measure automated generated emails in relation to an request task (here: request for proposal (RFP)) as a repeatable
task with automation potential is shown in the small window of Figure 5. All node pairs of a result path with the
result value of true are transformed into natural language statements, which are displayed as explanation content in
the process analysis view for domain experts and all other end users.

The Procedure results: improvement measures are given for each weakness, as shown in Figure 5 as an example
for automation potential. In addition to the descriptions of the result nodes on the right-hand side, two specific
improvement measures with success rates are suggested by clicking on the magnifying glass icon. The success rate
reflects the result weight w, which is calculated by user feedback in the interactive learning process [11]. Thus, the
success rate is higher if the proposed improvement measures for a weakness are more often rated as suitable by
human experts. Analysis results can be filtered by weaknesses or searched by terms, regardless of the user group.
Quick-infos on selected terms in the analysis results are displayed by hovering over them, e.g. for the suggestion
automated creating invoices in Figure 5.

Actions, such as changing node labels or calculation formulas, as well as verifying and confirming identified
outcome nodes of improvement measures or rejecting them if they are inappropriate, are performed in the Action
area by system or domain experts. The edit icon opens an administration window for managing, adapting and
extending the knowledge graph. During the training phase, domain experts can evaluate improvement measures
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Fig. 5. Process analysis view: Procedure results (extended from [12])
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according to the identified weaknesses of their result paths by approving them with thumbs up (+1), rejecting them
with thumbs down (−1) or taking no action (evaluated with 0), in order to calculate weightings w as success rates
(see Section 4.4). In live mode, the rating functions of the thumbs can be concealed from end users of the client side.

The question mark icon is used to present analysis results in a Question-Answering-Dialog (QAD) (see Figure
6, left) and to ask individual user questions (see Figure 6, right). The chat-based explanation of results is based on
the entry nodes and deduction algorithms defined in the analysis procedure. Accordingly, the question What kind of
weak points exist? is followed by the entry node weak point and the deduction algorithm kind-of, which represents
the second analysis step (Q2) in the analysis procedure. Individual user questions are constructed using defined
question modules. For instance, the question module when is used for chronological sequences of an activity. The
question word who can be used to determine the process participants. The answers to descriptive questions, such
as What is the content of an RFP?, are based on the domain knowledge of the analysis graph. The results are
generated by calling the deduction algorithm Characterize, which analyzes all associated has- and can- relations.
Furthermore, integration with language models is a potential avenue for addressing knowledge questions posed by
users in a manner that is not process-instance specific.

Fig. 6. Process analysis view: Chat-based explanations and user questions in the form of a QAD

6. Evaluation of the XUI of KBXAI-PA

The evaluation of the designed and prototypically implemented XUI is carried out through several expert inter-
views with regard to selected design components. The demonstrated case study presented in the previous chapter is
used for the interview subjects. As the evaluation of the XUI and its components is still at an early stage of research,
the expert interviews are exploratory in nature. Compared to the first presentation of evaluation results [12], addi-
tional design components and evaluation criteria are now included. A broader evaluation with various case studies
and a larger survey participation is in preparation.

For the study, three consultants from a German SAP consulting company and three other participants from the
fields of IT consulting, project management and logistics were recruited. Three of the respondents had more than
ten years of consulting experience, while two had less than five years in the consulting field. All participants carry
out process analyses several times a month, or several times a week, for documentation purposes, as-is analyses or
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to identify potential for improvement. Only three of the candidates have basic ML skills, while the other three have
no ML skills.

All interviews consist of a brief introduction, a demonstration of the XUI using the case study above, testing of
the XUI by the interviewee, and an evaluation of the XUI with a final discussion. In order to ensure a standardized
evaluation of the interview results, the interviewees’ opinions were rated using a five-point Likert scale as follows:
1: strongly agree, 2: rather agree, 3: neither, 4: rather disagree or 5: strongly disagree. The results of the evaluation
are presented below and the suggestions for improvement mentioned by the interviewees are summarized.

6.1. Relevance of design components

The visual explanation form is rated relevant by 100% of respondents, see Figure 7. More visual explanations, e.g.
the illustration of process model extracts, should be taken into account in the further development of the XUI. Textual
explanations, as largely implemented in the XUI prototype, also have a high approval rate of 67%. In contrast, the
chat-based form of explanation was neither clearly approved nor completely rejected. The respondents were not
sure whether this form of explanation could be relevant for the process analysis or not, which seems surprising in
the age of generative chatbots. The reason for this could be attributed to the rather prototypical implementation of
the KBXAI-PA chats. The presentation of multiple explanation views has been rated positively by all respondents,
with 17% fully agreeing.

Local explanations that refer to a specific process analysis seem to be more relevant with 83% strongly agreeing
than global explanations with general descriptions, which only receive 50% full agreement. Explanations that are
supported by examples are considered relevant by the majority of respondents and should also be considered for the
future.

2/3 of respondents believe that the relevance of features that lead to the identification of results, such as process
deficiencies, should be displayed in the results overview, see x_9 in Figure 7. In the prototype, analysis results
(weaknesses and improvement measures) can be listed according to the time of their identification or also according
to the frequency of activated features (e.g. the weak point complex process can be activated by several indicators,
such as several roles, several gateways, several end events or sub-processes). Search, filter, sort functions and con-
trol elements are considered very relevant by 83% of respondents. This emphasizes the need for a user-oriented
presentation of analysis results. The accuracy indicator of an analysis result is classified as relevant in the same

Fig. 7. Relevance of design components (n=6), extended in accordance with [12]
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way (see x_10). In the prototype, the accuracy indicator for each improvement measure is indicated by the success
rate, which shows the weighting according to user feedback in relation to the verification of the identified improve-
ment measures. Quick-info via hover effect has also received a majority approval, whereby 33% of respondents
categorized a quick info as neither relevant nor irrelevant. The correction of features or certain process instances
is sometimes considered very relevant and sometimes rather relevant (see x_12). This reflects the high interest of
users in being involved in the explanation process of an XAI system in order to understand the results and be able to
interact with the system. With regard to this matter, the results demonstrate the significance of incorporating human
interaction when employing AI systems, with a view to overcoming algorithm aversion [4], and thus increasing the
human acceptance of AI based processes [23].

Figure 7 shows the frequencies identified in the literature for the design components in addition to the explo-
ratively determined ratings. When comparing the rating levels strongly agree and rather agree with the frequencies
of the applied design components from the literature review, most of them show similar values. However, the low
presence of example-based explanations in the literature (21.4%) in relation to their high relevance (83% agreement
with levels 1 and 2) is noticeable. Likewise, basic interaction functionalities such as searching, filtering, sorting
or control elements are rated with a relevance agreement of 83%, although they are only represented at 28.6% in
the XUIs identified through the literature review. User-oriented explanations, which become more comprehensible
through examples and can be individualized through user interactions, are highly relevant and are still underrepre-
sented in XUIs implemented to date. Accuracy indicators are also rarely represented in XUIs to date, but receive
high to very high relevance ratings.

6.2. Readiness for usage

The readiness to use the XUI of our KBXAI-PA approach is summarized in six statements, see Figure 8. More
than half of the respondents disagreed with the statement that they had doubts about the results. The majority of
respondents rated the forms of explanation implemented in the XUI (visual, textual, multiple views) as sufficient.
Correction functions increase the willingness to use them, according to a majority of 83% of respondents, which is
also reflected in the evaluation of the design components (see x_12 in Figure 7).

The number of explanation forms contained in an XUI seems to have a positive effect on the explanatory power.
A total of 50% of experts provided a strong affirmative response to this statement, while 33% indicated a tendency to
agree. However, a large number of different design components does not have the same effect on the willingness to
use the XUI as different forms of explanation have on the explanatory power. 67% of respondents agree or strongly
agree with the statement that many different XUI components increase the willingness to use, 17% neither agree
nor disagree and a further 17% tend to disagree with this statement.

1⁄3 of interviewees are undecided about the extent to which ML skills increase the readiness for usage of XUIs
(see last statement in Figure 8). 17% of respondents fully agree with this statement, although it should be noted that

Fig. 8. Readiness for usage (n=6), extended in accordance with [12]
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only one respondent has advanced ML skills and three study participants have no ML skills. From an end-user or
domain expert perspective, it can be assumed that ML knowledge is less important for the use of the frontend, here
the process analysis view.

6.3. General properties and discussion results

All participants consider the XUI to be intuitive and user-friendly, see Figure 9. Over half of the respondents rated
the XUI as rather explainable, of which 17% even fully agreed. In contrast, the majority of respondents (67%) agreed
with the interpretability, but not with full confidence. This opinion is also reflected in the responses to the following
statements: compared to the assessment of explainability, half of the respondents strongly agree with a transparent
(understandable) XUI, while a further 17% tend to agree with this statement. Analogous to interpretability, 33% of
respondents consider the XUI to be trustworthy, 33% tend to agree with this statement. The interactivity of the XUI
is confirmed by 84% of respondents, reflecting the interactions implemented.

According to the expert interviews, the developed XUI provides explainable and technically comprehensible
results in a user-friendly manner, while interpretability and trustworthiness are considered to be less fulfilled. This
result is positive for the developed XUI insofar as the user interface reveals the logic of the resulting analysis results.
The expressiveness of the generated results is mainly influenced by the scope of the knowledge graph, which can be
extended or optimized by domain-specific knowledge.

Fig. 9. General properties (n=6), extended in accordance with [12]

Additionally, the experts suggested that the analyzed BPMN models should be presented in excerpts in the results
report. Another wish that was expressed was the connection of the analysis tool to existing source systems of process
data as well as integration options with other analysis tools, such as process mining applications, e.g. the EMS from
Celonis. At the end of the evaluation, the participants were asked whether they could imagine using the XUI in their
daily work. Three of the interviewees answered in the affirmative and stated that the XUI would be interesting for
testing processes in the future, that the XUI could make daily work easier and that the XUI would be helpful for
process analysis and recording in order to identify potential for improvement. The other three interviewees were
still undecided, partly due to the fact that process models in the specification language BPMN are required for
the process analysis procedure. In order to analyze processes based on event log data, BPMN models can also be
generated and used automatically by using an API to a process mining tool.

7. Conclusion and research perspectives

The knowledge graph-based approach to explainable process analysis (KBXAI-PA) represents a hybrid AI ap-
proach that combines symbolic methods of knowledge representation with machine deduction algorithms and gen-
erates user-driven and understandable results while taking human interactions into account. Interpretable models
make it possible to reconstruct the origin of analysis results in the form of result paths. In order to make the sys-
tem behavior transparent and comprehensible for users, AI results are presented in a readable, understandable and
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plausible way in an explanation user interface (XUI). The interactive learning method enriches the knowledge graph
with user feedback, which on the one hand leads to the adaptation of the analysis procedure and on the other hand
continuously refines process analysis results. Verified results are taken into account and prioritized by the deduc-
tion algorithms. Only if the system behavior and the results of AI systems are understandable for human users can
interactive learning models be trained in the best possible way through user interactions such as confirmations, re-
jections and corrections. The acceptance of analysis results and their use in decision-making processes increases if
the plausibility can be verified by external feedback [18].

For the demonstration and evaluation of human interactions for the knowledge graph-based XAI approach, an
XUI was developed using a design catalog [12]. For this purpose, various XUI components were selected according
to their relevance and developed for an XUI in the form of a prototype. In summary, it can be stated that different
forms of explanation can support the explanatory power in the sense of comprehensible results. However, the highest
possible number of implemented design components does not necessarily increase the willingness to use AI systems
with an XUI. Users can be overwhelmed by the large number of explanation components on offer. Interaction func-
tions that contribute to both the explanation and adaptation of the learning model are evaluated positively and can
increase the readiness to use the system. Interaction and correction elements give the user the feeling of participating
in the behavior of the system and of being able to continuously improve the analysis basis, the knowledge graph,
through their own domain knowledge, which can increase user acceptance [6] and prevent algorithm aversion [4].

The evaluation of explanation components of an XUI should always be considered with regard to the respective
implementation and case studies carried out, as the design of an XUI can vary depending on the type of AI system
and design requirements. Usability aspects can influence the evaluation of XUIs. The design of XUIs has a consid-
erable influence on how analysis results and their interpretations are communicated to and understood by users and
how users can react to system results through review and interaction. Follow-up evaluations in larger survey rounds
with a quantitative study design and consideration of different user perspectives are currently in progress.

In addition, the suitability of XUIs for improving interactive learning methods needs to be investigated. In addition
to its explanatory power, an XUI should also contribute to improving interactive learning models. In this way,
learning models can be aligned with human thinking and analysis results can be trained both transparently and
comprehensibly depending on the application domain.

With regard to the use of BPMN models from process mining analyses, a further evaluation can be carried out by
investigating the extent to which process mining analyses can be expanded and improved through integration with
KBXAI-PA and how useful the generated process analysis results are in practice.

Self-service applications for AI-based process analysis with user-centric XUIs should be offered on digital plat-
forms not only for consultants, but also for consulting clients to self-analyze their own business processes. A reduc-
tion in the required number of consultants for process analysis through automation leads to cost advantages as well
as increased productivity and thus to improved quality assurance towards clients. Moreover, automated and, thus,
more cost-effective analysis services, can open up new client segments, who are not able or willing to pay high rates
for individualized human consulting services today.
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