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Abstract.
Recent advances in Artificial Intelligence (AI) especially in deep learning have manifested an increasing concern in trustwor-

thiness, and its subparts such as interpretability, safety, fairness, and privacy. Neuro-symbolic methods, which mix some elements
of neural networks with some elements of symbolic reasoning, have shown great potential for some aspects of trustworthiness.
In this paper, we provide an overview of the various ways Neuro-Symbolic methods have been used to increase the trustworthi-
ness, in the latest literature of the leading conferences. In particular, we focus on the contributions and limitations of the recent
articles that discuss the interpretability, safety, fairness, and privacy of using the NeSy systems. We also did a categorization of
the existing contributions along several key dimensions.
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1. Introduction

The field of Artificial Intelligence (AI) is in a continuous state of exploration, with its potential applications
appearing to be endless. AI decision-making systems have demonstrated superior performance, frequently out-
performing humans. However, this comes with a notable drawback: the decision processes of these systems lack
transparency and are often incomprehensible to humans. This issue becomes increasingly critical as AI systems
begin to handle sensitive data and make crucial decisions in various sectors, ranging from autonomous driving to
criminal justice. As a result, the demand for trustworthiness in AI systems is escalating. Particularly, the subject of
interpretability has seen a significant rise in interest in recent years. This increase is a direct consequence of rec-
ognizing that many top-tier AI systems are non-transparent and difficult to interpret, leading them to be labeled as
“black boxes”. A common trend observed is that the larger the AI model, the more challenging it is to decipher its
internal workings. These complex models pose a problem, as it becomes increasingly difficult to identify errors or
biases within the system. Shifting towards more interpretable systems would cultivate greater trust in their decisions,
enhance social acceptance, and encourage stakeholder discussions about their implementation [1].

Neuro-Symbolic AI, which combines Machine Learning and Knowledge Discovery and Data Mining (KDD),
endeavors to integrate neural networks with symbolic processing techniques. This field attracts interest from two
distinct perspectives [2]. From a cognitive science angle, while human brains exhibit connectionist characteristics
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similar to neural networks, they also have the ability to process complex symbolic structures. This capability is
believed to play a crucial role in the superiority of human intelligence over other animals. Additionally, it appears
that symbolic and neural approaches complement each other, each with its own strengths and weaknesses. For
example, deep learning systems, trained on raw data, show robustness against outliers, a feature less prominent
in symbolic systems. In contrast, symbolic systems can directly utilize expert knowledge and are generally more
self-explanatory compared to their neural counterparts.

The self-explanatory nature of Neuro-Symbolic methods is especially relevant when considering the aspect of
trustworthiness. In this paper, we present a systematic review of recent literature (from 2021 to 2022) on Neuro-
Symbolic approaches with a focus on achieving high trustworthiness. These studies were categorized based on their
primary focus areas: privacy, fairness, safety, or interpretability. Notably, a majority of these papers concentrated
on interpretability, and thus, they were further categorized using a traditional taxonomy in three dimensions: global
versus local methods, self-explainable versus post-hoc explainability methods, and model-agnostic versus model-
specific methods. This categorization provides an overview of the current trends in this domain, highlighting the
areas that have been thoroughly explored and pinpointing promising directions for future research.

1.1. History of Neuro-Symbolic AI

The genesis of Neuro-Symbolic (NeSy) research is deeply intertwined with the history of Artificial Intelligence
(AI), with its roots arguably dating back to a seminal 1943 paper by McCulloch and Pitts [3]. This pioneering
work utilized propositional logic to model neural connections, setting the foundation for what would evolve into
NeSy. Historically, the field of AI has been bifurcated into two primary paradigms: symbolism and connectionism.
Symbolism approached intelligence through the lens of logic and rules, whereas connectionism favored learning
driven by probabilistic methods. From the mid-1950s to the late 1980s, symbolic models dominated the early AI
landscape, as researchers predominantly pursued this approach for crafting problem-solving systems [4]. However,
the field encountered unforeseen hurdles, leading to the infamous “AI winter” of the 1980s, marked by a significant
wane in AI interest and funding [5]. Despite this setback, research in symbolic AI persisted, albeit overshadowed
by the resurgence of connectionist AI in the early 2010s. This revival, fueled by the impressive capabilities of
deep learning in areas such as image classification, brought newfound attention to the field. Nevertheless, alongside
these advancements came increasing concerns over the limitations of connectionist systems, such as vulnerability
to adversarial attacks, low interpretability, challenges in integrating expert knowledge, and inherent biases.

NeSy emerged as a beacon of hope to address these challenges. While its conceptual roots extend back several
decades, it was not until the 1990s that NeSy began to crystallize as a distinct field of study, gaining more structured
research attention in the early 2000s [6]. NeSy aims to synthesize the strengths of both symbolic and neural ele-
ments, striving to create systems that exhibit robust learning capabilities (able to improve from raw data) and strong
reasoning prowess (capable of abstraction and combinatorial reasoning). While neural networks have demonstrated
impressive performance, logic remains a cornerstone in modeling thought and behavior [7]. The integration of these
paradigms holds the promise of retaining their respective strengths while mitigating their weaknesses. However, this
integration is challenging due to their fundamentally different methodologies: statistical inductive learning and dis-
tributed representations in connectionism, contrasted with logical deductive reasoning and localist representations
in symbolism [4].

NeSy has shown its utility in various ways, such as leveraging symbolic knowledge bases and metadata to en-
hance deep learning systems, providing greater explainability through background knowledge, and solving complex
problems that benefit from symbolic reasoning structures [2]. Susskind et al. demonstrated that NeSy could surpass
purely deep learning approaches in visual question-answering tasks, achieving faster convergence and requiring
less training data [5]. Additionally, NeSy has found successful applications in diverse industrial contexts, including
business process modeling, trust management in e-commerce, coordination in large-scale multi-agent systems, and
multi-modal processing and applications [7].

1.2. Background on Trustworthiness

The concept of trustworthiness is paramount in any decision-making system. At its core, a system is deemed
trustworthy if it can be relied upon for high-stakes decisions with minimal or no supervision. While this certainly
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encompasses performance, as a high-performing system is a prerequisite for trustworthiness, in the realm of AI,
trustworthiness encompasses several additional dimensions: interpretability, fairness, robustness (to dataset shifts
and data poisoning), privacy, and safety [8–10].

Fairness focuses on ensuring AI models do not harbor biases that could lead to discrimination against certain
groups [11]. This is especially pertinent in AI applications involving people classification, such as risk assessments
in criminal recidivism or automatic resume screening, both of which are rapidly gaining traction [12]. Studies have
uncovered biases in some deployed systems against racial minorities, even in the absence of explicit racial data
inputs. Addressing these biases to ensure fairness towards all groups is a critical concern.

Privacy relates to safeguarding the private data used in training AI models [8]. There is a risk that interaction
with, or analysis of, the deployed model could inadvertently expose sensitive training data, a situation that raises
significant privacy concerns.

Robustness pertains to the system’s ability to function correctly in scenarios that deviate from its training data
distribution [11]. This is vital across AI applications, as it is often impossible to anticipate all potential scenarios a
system may encounter. Particularly concerning is the susceptibility of deep neural networks to adversarial attacks,
where subtle manipulations of input data can lead to incorrect interpretations by the AI, despite being obvious to
humans. Since robustness is intertwined with performance, it’s not always clear when research specifically focuses
on robustness; hence, papers primarily addressing robustness were not included in our review.

Safety is a critical aspect of trustworthiness that focuses on preventing accidents and unintended harmful behav-
iors in machine learning systems [10]. These issues can arise due to errors in specifying objectives, oversights in
the learning process, or other implementation mistakes. As AI systems are increasingly deployed in complex and
autonomous environments, ensuring their safety becomes paramount. This involves creating scalable solutions to
mitigate risks and avoid potential adverse impacts on society, making AI systems not only effective but also reliable
and secure.

Interpretability is the most extensively addressed aspect of trustworthiness, experiencing exponential growth as
a research domain [13, 14]. There is little consensus on the definition of interpretability, but it can be broadly
defined as the extent to which a system’s operations can be understood by users [1, 15]. This includes access to
mechanisms or reasoning that underpin the system’s predictions. Interpretability and explainability are often used
interchangeably, so we adopted a simplified definition treating them as synonymous. Simpler systems are naturally
more interpretable, which is why this wasn’t a major topic in earlier AI systems that used simpler methods like
decision trees. However, with the complexity of deep neural networks, interpretability has become a critical concern,
both for societal acceptance and regulatory compliance, with both the US and EU mandating a right to explanation
for consumers [13]. We also argue that interpretability is crucial for a better understanding of the systems, which
will help to develop them further and to overcome their flaws.

The characterization and approach to interpretability in AI is a subject of ongoing debate. While many papers
use explainability and interpretability interchangeably, some argue that explainability is a stronger concept than
interpretability [13, 16, 17]. Our review is based on the terminology used by the authors of the papers, which may
not always align with this distinction. Generally, interpretability is self-assessed by researchers, leading to calls
for more rigorous taxonomies and evaluations [15, 18, 19]. It’s also important to note that explainability isn’t the
“silver bullet” for AI trustworthiness. Studies have shown that while explainability can enhance AI collaboration
with novices, it doesn’t necessarily do so with experts [20]; a combination of AI and human decision-making can
be quicker but less accurate when AI provides explanations [19]; and there’s a risk that explanations, even if not
particularly useful, can unduly increase public acceptance, leading to overreliance on AI [21, 22].

Interpretability in AI systems has been tackled through a variety of methods. Some systems are inherently de-
signed to be easily interpretable from the inside, termed as self-explainable or ante-hoc explainable methods. These
systems are structured so that their internal processes are straightforward and clear. Another common approach is
to create an interpretable layer for systems that are not inherently transparent, known as post-hoc explainability.
This method is particularly versatile as it can be applied to virtually any system, allowing for the continued use of
high-performance models. However, a drawback of post-hoc explainability is that the explanations it provides might
not always accurately reflect the true workings of the system. This concern is highlighted by Rudin [23], who argues
against the use of such explainability, suggesting that it can be misleading. Conversely, Gilpin et al. [17] propose
that while using post-hoc explanations, it’s crucial to clearly inform users about their potential limitations. There
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are also approaches that fall somewhere between these two extremes. These methods aim to train systems in a way
that makes their decision-making processes easier to interpret, without fundamentally altering their core structure.

In terms of the scope of explanations, they can range from local to global. Local explanations are tailored to
individual instances, providing insight into specific decisions or similar cases. A well-known example of a local
explanation method is LIME, which is designed to offer explanations for particular data points. On the other end of
the spectrum, global explanations aim to shed light on the system’s behavior as a whole, irrespective of individual
inputs. Some methods provide explanations for a specific category of inputs, offering a more targeted understand-
ing of the system’s decisions in particular scenarios. These diverse approaches to interpretability demonstrate the
complexity and varied nature of making AI systems transparent and understandable.

1.2.1. Link between Interpretability and NeSy
Neuro-symbolic AI (NeSy) and interpretability are intrinsically connected, primarily because symbols serve as

an effective medium for explanations. Common practices in generating explanations include the use of decision
trees or logic rules, which are inherently symbolic. Kambhampati et al. [24] have even suggested that symbols are
essential for effective communication between humans and AI systems. While visual representations like saliency
maps are also popular for explanations, these may not be adequate for complex human-AI interactions that require
a blend of tacit and explicit task knowledge. Since NeSy inherently involves dealing with symbols within decision
systems, it naturally possesses a strong potential for high interpretability.

Another perspective on the connection between NeSy and interpretability is their shared role as intermediaries
linking deep learning with neuroscience. As Angelov et al. [13] have pointed out, a key objective of explainability
is to mimic human-like reasoning in a manner that elucidates the predictions made by AI systems. This goal aligns
closely with the principles of NeSy, which integrates aspects of human cognitive processes and neural network-based
learning. Therefore, the synergy between NeSy and interpretability is not only practical in terms of implementing
symbolic representations for explanations but also fundamental in achieving a deeper, more human-like understand-
ing of AI decision-making processes.

2. Related Works

Trustworthiness, being a broad and multifaceted concept in AI, encompasses a diverse range of studies and
reviews, often focused on specific domains within the field. A notable comprehensive survey by Liu, Wang et
al. [25] addresses recent techniques for enhancing AI trustworthiness. This work examines trustworthiness across
six dimensions: explainability, robustness, accountability & auditability, privacy, fairness, and environmental well-
being. Another notable review in the realm of trustworthy Machine Learning was conducted by Serban et al. [26],
providing valuable insights into methods for fostering trust in AI systems.

Interpretability methods in AI have received considerable attention, with numerous reviews dedicated to this topic.
For instance, Speith et al. [14] conducted an analysis of various taxonomies used for categorizing interpretability
methods. Their study revealed that these taxonomies are based on different criteria, such as the methods used, the
type of explainability produced, or the conceptual approach, sometimes combining several of these aspects. Speith
et al. argued that the choice of taxonomy should align with the user’s needs and proposed a unified taxonomy to
guide users. Reviews like that of Vilone et al. [27] have performed extensive classifications of explainable artificial
methods, focusing on the formats of their outputs. This approach is highly beneficial for users seeking the most
suitable system for their specific requirements. In contrast, our work is more geared towards researchers, considering
that end-users may not be concerned with whether the model they use is neuro-symbolic.

Reviews specifically focusing on neuro-symbolic learning have also been published, including works by Sarker
et al. [28], Besold et al. [7], Berlot-Attwell [29], and Hamilton et al. [30]. Sarker et al. provided a systematic review
of Neuro-Symbolic methods presented in leading conference proceedings, applying two different taxonomies to
categorize these methods and noting a recent increase in their popularity. Besold et al. presented a more subjective
review of the neural-symbolic field, discussing its foundations, current applications, and future challenges. Berlot-
Attwell explored the use of NeSy AI in Visual Question Answering (VQA), while Hamilton et al. offered a detailed
analysis of NeSy methods in Natural Language Processing (NLP), highlighting the challenges in classifying papers
as NeSy due to the term’s ambiguity.
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To our knowledge, this paper may be the first to review Neuro-Symbolic methods specifically through the lens of
Trustworthy AI, marking a unique contribution to the field.

3. Survey methodology

This survey aims to capture the current state of research in the application of Neuro-Symbolic tools for enhancing
trustworthiness in AI. We focused on papers published in top academic venues from 2021 to 2023, including those
available up to May 2023. We selected papers from the following conferences: NeurIPS, AAAI, IJCAI, IJCL, ICML,
NeSy, AACM FAccT, and KDD. The sheer volume of papers presented at these conferences, exceeding 10,000 over
the last two years, necessitated a more strategic approach to identify relevant papers, rather than reviewing each one
individually.

In our commitment to transparency, we employed a detailed and systematic methodology. Utilizing the dblp
database, we initially filtered papers based on titles that contained keywords indicative of Neuro-Symbolic meth-
ods. These keywords included symbol, logic (excluding derivatives like biologic or topologic), reason, inducti(on),
abducti(on), concept, hybrid, ontolog(y), relational, compositional, and rule. We then used search-in-page tools to
determine if these papers frequently mentioned key terms related to trustworthiness, such as interpretab(le), ex-
plaina(ble), explanat(ion), trust, fair, faithful, priva(cy), tractab(le), and understandab(le). Papers meeting these
criteria were examined in more detail to assess their relevance to our focus.

Additionally, to ensure we did not overlook papers that explicitly mentioned the use of Neuro-Symbolic methods
(but not in the title), we screened all papers with titles suggesting a focus on trustworthiness. We then reviewed
papers that contained multiple mentions of the keyword symbol for further evaluation. This comprehensive approach
was designed to capture a wide range of relevant research, ensuring a thorough overview of the intersection of
Neuro-Symbolic methods and trustworthiness in AI.

2021

18

2022

37

(a) Distribution of papers by year

AAAI

22

NeurIPS

9

KDD

4
ICLR

5
ICML

4

IJCAI
4

NeSy

5

ACM FAccT

0

(b) Conference from which the papers where taken

Fig. 1. Distribution of selected papers

Determining whether a paper’s approach qualifies as Neuro-Symbolic (NeSy) presented a significant challenge
due to the broadness and ambiguity surrounding the definition of NeSy. To address this, we established specific
criteria: a paper was included in our review only if it involved some form of symbolic knowledge manipulation
(such as logic propositions, rules, action models, or graphs) directly contributing to trustworthiness. We specifically
looked for papers where this symbolic knowledge played an active role in the process, rather than being a mere
output. For example, if the explanations were presented in the form of a tree that was neither used nor executed in
the system, we did not consider the method to be sufficiently neuro-symbolic.

While we recognize that this approach might have excluded some relevant papers, our objective was to minimize
any systematic bias in our selection process that could lead to a skewed representation of the field. We noticed
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that many papers treated interpretability as a beneficial byproduct rather than a primary focus, without substantial
discussion or emphasis. To maintain the relevance and specificity of our survey, we chose to include only those
papers where trustworthiness was a central motivation of the research. This decision inevitably introduced a degree
of subjectivity into the selection of papers, but it was a necessary step to ensure the focus and coherence of our
survey.

4. NeSy Research for Trustworthiness

Our comprehensive review yielded a total of 54 papers that employed neuro-symbolic (NeSy) methods with a
clear emphasis on trustworthiness. An interesting pattern emerged from our analysis: the vast majority of these pa-
pers, except for two (one focusing on fairness [31] and another on safety [32]), concentrated on interpretability. This
trend was notable despite our efforts to encompass a broader range of trustworthiness aspects such as fairness and
privacy. This observation suggests that, currently, NeSy may not be widely utilized for addressing trustworthiness
concerns beyond interpretability. Additionally, a significant increase in relevant publications was noted in 2022,
with 37 out of the 54 papers coming from this year alone (Figure 1a), indicating a growing interest and expansion
in this domain. The distribution of these papers across various conferences, as depicted in Figure 1b, reveals that
AAAI is the predominant venue for this type of research.

4.1. Classification Based on Symbolic Data-Structures

In our categorization of the papers, we found that 16 of them focused on rule-learning approaches [33–48]. These
papers typically utilize deep learning to generate logic rules or decision trees for classification purposes. In these
instances, the symbolic component manifests as the output model, offering a high degree of transparency and in-
terpretability. Beyond rule-learning approaches, we also analyzed the types of symbolic data structures employed
in other NeSy systems. Excluding the rule-learning papers, we identified that these systems could be broadly cate-
gorized into three types based on the symbolic data structures they manipulate: logic structures, graphs, and other
structures. This classification, depicted in Figure 2, provides insights into the varied approaches within the NeSy
field, highlighting the diversity of methods being explored to enhance trustworthiness in AI systems.

graphs

27%
logic

32%

other

41%

Fig. 2. Form of the symbolic knowledge (excluding rule learning papers)

Logic structures, as represented in various papers [31, 49–59], typically involve logic propositions, often in the
form of logic rules (e.g., precondition → class). This approach uses symbolic reasoning as a means to interpret and
classify data.
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Graphs are another prevalent structure in NeSy research, encompassing a variety of types. Knowledge graphs
are commonly used [60–63], but the category also includes other kinds of graphs [64–69], such as scene graphs,
proof graphs, or Abstract Meaning Representation (AMR) graphs. These graphical structures are instrumental in
representing relationships and dependencies in a visual and often intuitive manner.

The third category, labeled as “other,” encompasses a variety of other symbolic data forms [32, 70–83]. This in-
cludes, for example, symbolic descriptions of objects or symbolic programming languages. This category is diverse
and encompasses a wide range of approaches where symbolic representations take on various forms.

Interestingly, each of these three categories—logic structures, graphs, and other structures—encompasses a sim-
ilar number of papers, illustrating the breadth and diversity of approaches within the neuro-symbolic field for en-
hancing trustworthiness. These varied methodologies highlight the versatility of symbolic representations in AI and
their potential to address different aspects of trustworthiness in sophisticated and nuanced ways.

4.2. Classification based on the types of interpretability

To delve deeper into the papers that primarily focus on interpretability, which constitutes the bulk of our col-
lection, we classified them based on three widely recognized dimensions in interpretability research: the scope of
explainability, the stage at which the method is applied, and the method’s dependence on the model (refer to table
1 for detailed classification). These dimensions are frequently used in analyzing papers in this field. In our analy-
sis, we excluded rule-learning methods as they inherently fall into the ante-hoc, model-specific, and usually global
scope categories.

The first dimension, the scope of explainability, differentiates between local and global explanations (Figure 3a).
Local explanations are specific to a given input, providing insights into why a particular decision was made. On
the other hand, global explanations offer a broader understanding, characterizing the behavior of the entire model.
There’s also an intermediate scope, which we might term as “cohort scope”, applicable to a subset of inputs rather
than just one or the entire model. Our review found a relatively balanced number of papers across these different
scopes of explainability.

Regarding the stage of explanation, methods can be categorized as either ante-hoc (also known as self-
explainable) or post-hoc (Figure 3b). Ante-hoc or self-explainable methods are designed to be inherently explain-
able, while post-hoc methods generate explanations after the fact, often for decisions made by an opaque, black-box
model. Post-hoc explanations can take various forms, such as a textual justification of a decision or a simplified
model that mirrors the original model’s decisions.

The third dimension concerns whether the interpretability method is model-agnostic or model-specific (Figure
3c). Model-agnostic methods can be applied universally across different models, while model-specific methods are
tailored to a particular model. Generally, post-hoc explainability methods have the flexibility to be model-agnostic.
An interesting exception we noted is the work by Seungeon Lee [59], which involved modifying the final layer and
training process of a deep model to enhance explainability. Our survey found no clear correlation between the scope
of explanations and the stage at which the method is applied, indicating a diverse range of approaches in addressing
interpretability in AI systems.

local
18

global
13

AMB

3

(a) Scope

ante-hoc

24

post-hoc

8

AMB
2

(b) Stage

model-specific

25

model-agnostic

7
AMB

2

(c) Type

Fig. 3. Distribution of the different methods of explainability (AMB is for paper whose classification along this dimension is ambiguous)
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Dimensions (a) (b) AMB

local (a) vs global (b) [50, 51, 53, 54, 61–67, 70, 73–75,
80, 82, 83]

[37, 51, 52, 55–58, 60, 68, 72, 76–
78]

[49, 79, 81]

ante-hoc (a) vs post-hoc
(b)

[37, 45, 50–53, 55, 58–63, 65–68,
70, 71, 73, 74, 77–79, 83]

[49, 54, 56, 72, 75, 80–82] [57, 76]

model-specific (a) vs
model-agnostic (b)

[37, 45, 49–53, 55, 58, 60–63, 65–
68, 70, 71, 73, 74, 77–79, 81, 83],

[54, 56, 59, 72, 75, 80, 82] [76, 81]

Table 1
Classification of the papers about explainability (AMB is for paper whose classification along this dimension is ambiguous)

4.3. Applications of NeSy Systems

Though we explored the trustworthiness contribution of the NeSy systems, while doing so, we found the NeSy
systems were being used in different types of applications. Many of the systems proposed were working with
visual data: either image classification [49, 54, 57, 70], action recognition in videos [74], agent communication
about images [79], hand-written mathematical expression recognition [65], visual relation detection [71], or visual
reasoning [78]. Equally many of the systems dealt with natural language settings: fake news detection [51, 66, 69],
question answering [67, 68], unspecified NLP [81], text classification [31], commonsense reasoning [50], medical
diagnosis through dialogue [77], text fiction tasks [63], or news recommendation [62]. A few applications were
entirely based on graphs: knowledge graph completion [55, 60], query answering on knowledge graphs [61], graph
classification [56], or imitating algorithms on graphs [52]. Some researchers worked in settings where an agent has to
make different decisions (often reinforcement learning) [72, 73, 75, 80]. In some cases, the methods were explicitly
suited for multiple settings [53, 65]. Lastly, a lot of other unique settings were explored: adaptive management [64],
time series analysis [82], congestion control [58], safety execution of programs [32], or computer algebra [83]. The
wide range of applications shows how versatile NeSy methods can be.

4.4. Lack of Research on Fairness, Privacy, and Safety

The primary aim of this review was to explore the application of Neuro-Symbolic (NeSy) systems in addressing
various trustworthiness issues in AI. While we anticipated interpretability to be a predominant focus, the scarcity of
research on NeSy systems related to fairness and privacy was notably surprising.

In the context of privacy, the potential benefits of incorporating NeSy systems are not immediately apparent. It
could be suggested that NeSy may not offer significant advantages for enhancing privacy in AI systems. However,
caution is advised before making definitive statements about NeSy’s limitations in this area. As for fairness, there
seems to be untapped potential for NeSy integration. For instance, the study by Wang et al. [84] approached fairness
by imposing rule-like constraints during the training process. Although this approach was deemed too narrow to
qualify as a comprehensive NeSy integration in our review, it indicates that integrating fairness constraints could be
facilitated by NeSy models. This suggests that further investigation into NeSy’s potential to address fairness in AI
is warranted.

Another observation from our review is the wide range of methods encompassed under the NeSy umbrella and the
absence of clear categorization for these methods. The term "neuro-symbolic" itself is often not explicitly used in
many papers. While review papers like those by Sarker et al. [28] and Wang [4] propose conceptual taxonomies for
NeSy systems, these classifications are not universally adopted in the literature. This lack of standardized taxonomy
makes it challenging to categorize papers without a deep dive into their methodologies. Consequently, there is a
need for more consensus in the research community regarding the taxonomy and terminology of NeSy systems.
A more unified approach would facilitate the identification and comparison of works with similar methodologies,
regardless of their specific applications.
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5. Conclusion

This research endeavor embarked on a comprehensive examination of the most recent advancements in Neuro-
Symbolic (NeSy) methods, specifically focusing on their role in enhancing the trustworthiness of AI systems. Our
findings reveal that the primary application of NeSy methods in current research is centered around augmenting
interpretability in AI. By converging the fields of AI trustworthiness and NeSy integration, this study pioneers a
unified analysis of these two intertwined domains.

The papers included in our review were systematically categorized based on the scope, stage, and adaptability of
the interpretability methods they employed. A key insight from our study is the recognition of the immense potential
NeSy integration holds in the realm of interpretability, applicable across a myriad of settings. This potential is not
constrained by any specific domain or application, indicating a broad and versatile utility of NeSy approaches.

However, our study also highlights a noteworthy imbalance in the focus of current NeSy research. While a sub-
stantial part of this research is dedicated to enhancing interpretability, there is a noticeably smaller portion of work
aimed at improving other aspects of AI trustworthiness, such as security. This observation underscores an opportu-
nity for future research to broaden the scope of NeSy applications, extending its benefits to other critical dimensions
of AI trustworthiness, including but not limited to fairness, privacy, and safety.

In conclusion, our review establishes a foundational understanding of the current state of NeSy research in the
context of AI trustworthiness, particularly interpretability, and opens avenues for future exploration in expanding
the application of NeSy methods to address a wider array of trustworthiness concerns in AI systems.
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