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Abstract. Deep learning is being very successful in supporting humans in the interpretation of complex data (such as images and
text) for critical decision tasks. However, it still remains difficult for human experts to understand how such results are achieved,
due to the “black box” nature of the deep models used. In high-stake decision making scenarios such as the interpretation of
medical imaging for diagnostics, such a lack of transparency still hinders the adoption of these techniques in practice. In this po-
sition paper we present a conceptual methodology for the design of a neuro-symbolic cycle to address the need for explainability
and confidence (including trust) of deep learning models when used to support human experts in high-stake decision making, and
we discuss challenges and opportunities in the implementation of such cycle as well as its adoption in real world scenarios. We
elaborate on the need to leverage the potential of hybrid artificial intelligence combining neural learning and symbolic reasoning
in a human-centered approach to explainability. We advocate that the phases of such a cycle should include i) the extraction of
knowledge from a trained network to represent and encode its behaviour, ii) the validation of the extracted knowledge through
commonsense and domain knowledge, iii) the generation of explanations for human experts, iv) the ability to map human feed-
back into the validated representation from i), and v) the injection of some of this knowledge in a non-trained network to enable
knowledge-informed representation learning. The holistic combination of causality, expressive logical inference, and represen-
tation learning, would result in a seamless integration of (neural) learning and (cognitive) reasoning that makes it possible to
retain access to the inherently explainable symbolic representation without losing the power of the deep representation. The
involvement of human experts in the design, validation and knowledge injection process is crucial, as the conceptual approach
paves the way for a new human-ai paradigm where the human role goes beyond that of labeling data, towards the validation of
neural-cognitive knowledge and processes.

Keywords: Explainable AI, Neuro-Symbolic Cycle, Graph Analysis, Rule Extraction, Human-centric AI

1. Introduction

Thanks to the availability of huge data and computational resources, within the last 10 years Deep Learning has
gained popularity and success [1], eliminating the need for complex features’ engineering by automatically learning
complex data representations of millions of features directly from (millions of) data samples [2]. The ability to
automatically classify medical images to support clinicians in early diagnosis is a key application of Deep Learning
in computer vision, given its potential in reducing reporting delays, mitigating human errors and highlighting critical
or urgent cases [3]. The issues of explainability and transparency for these models, however, are not systematically
addressed, creating a gap between advances in research and impact in clinical practice, and hindering wider adoption
[4]. This is reflected not only on diagnostic imaging and health in general, but also more broadly on appplications
involving environmental issues, societal well-being and fundamental human rights. Such application areas are of
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crucial importance in the EU proposal for regulation on Artificial Intelligence (COM/2021/206), since an error in
the outcome of the model leading to a wrong decision can carry a high cost (high-stake decision making). In order
to address the issues of explainability, trust and fairness for the application of Deep Learning in high-stake decision
making such as diagnostic imaging, different methods have been proposed to interpret the inner workings of deep
learning architectures [5]. Despite advances in this area, the key assumption advocating for Deep Learning versus
inherently interpretable models is that there is a trade-off between the accuracy of the model and its interpretability,
which is not necessarily the case [6]. A prediction with high accuracy, in fact, is not necessarily trustworthy [7]:
when based only on the learning process as it happens in current interpretation methods, model-based interpretability
carries the risk of producing incomplete or incorrect explanations [6]. If you consider attribution maps, for example,
the portion of an image that is highlighted as responsible for a given classification outcome (e.g. the area around the
paw that makes the algorithm classify the dog as a transversal flute or as a husky), does not say anything about why
that outcome was produced (is it because of the shape of the paw? The colour? The area around it?), making the
explanation incomplete and in some ways misleading.

The concepts and ideas presented in this paper have general applicability to computer vision tasks, and are not
limited to CNN. However, in order to appreciate the impact and significance of the ideas proposed, we will often
refer to high-stake decision making tasks such as image classification applied to Medical Image Analysis as a
usecase scenario. This is particularly interesting when considering trustworthiness of AI as a decision support tool
for experts. Clinical experts, in fact, believe the use of deep learning can speed up the processing and interpretation
of radiology data by 20%, reducing errors in diagnosis by approximately 10%1. Yet there is still a lack of clinical
adoption due to the fact that it remains difficult for humans to understand how such results are achieved due to the
“black box” nature of the model: interpretability can truly be a game changer in this setting. In addition to that,
the new EU proposal for regulation on Artificial Intelligence (COM/2021/206) due to enter into force in the second
half of 2022, requires algorithms that make decisions which “significantly affect” users, to provide explanation.
As a result, interpretability will become a key requirement in high-risk applications such as diagnostic imaging.
With this in mind, the remainder of the paper is organised as follows: Section 2 presents recent relevant work as
well as research gaps; Section 3 identifies what we believe should be the key objectives the community should be
focusing on; Section 4 outlines directions worth investigating, which we believe are promising in achieving the key
objectives; Section 5 concludes by discussing opportunities and challenges ahead in the outlined vision for advances
in neuro-symbolic approaches to human-centered explainability.

2. State of the art

Motivated by rising concerns on the interpretability and accountability of deep learning systems in areas such as
criminal justice [8] and diagnostics [9], in recent years neural-symbolic computing has become a very active topic
of research focused on investigating the integration of learning from experience and reasoning about what has been
learned [10].

The most promising directions of research in this area include: i) representing symbolic knowledge as a neu-
ral network using rule-based approaches inspired by inductive logic programming [11] and probabilistic databases
[12]or by embedding first order logic symbols into tensors [13] ; ii) learning to fine-tune symbolic rules based on
the output of neural learning [14]; and iii) model-based integration of reasoning and learning which mainly focuses
on propositional knowledge and forward reasoning [15, 16]. The issue of explainability has only recently become
pressing in neural-symbolic computing and researchers have started to look into knowledge extraction methods, but
these approaches are mainly focused on specific layers of the network to reduce complexity [15], or approximation
of knowledge distillation via soft-logic rules [17]. More recently, [18] looked at extracting concepts and symbols
from clusters of CNN kernels to validate visual explanations with symbolic rules. Less consideration has been given
to the extraction and validation of knowledge (including concepts, graphs, and rules) that can be used to understand
the inner workings of a trained network (in other words, what is learned/encoded in deep representations), in order

1Deep Learning Market: Focus on Medical Image Processing, 2020-2030 , August 2020. Available at:
https://www.rootsanalysis.com/reports/deep-learning-market.html
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to explain in human terms what determined a given outcome, and in turn facilitate intervention. The success of
transformers in Natural Language Processing has initiated a debate in the research community on attention mecha-
nisms and their role in explainability [19][20][21]. Despite attention might help the interpretation of results, the risk
of dismissing important complex relationships between features, concepts and outcomes makes it insufficient on its
own for explainability purposes.

Network dissection is an interesting approach to abstract semantic concepts from a neural network, but it is
mainly used to produce disentangled representations and it does not explain the correlation among those concepts
with respect to a given class or specific input, nor does it indicate their contribution in decision making [22]. Model
distillation approaches, in particular distillation into graphs, is a promising way of producing interpretable models of
how a DNN operates [23]. Key approaches in this direction, however, focus on explaining the hierarchy of concepts
[24] and do not use graph analysis to interpret the behaviour of the neural network. In our recent work we have
proposed for the first time the characterisation of a co-activation graph which reflects the behaviour of a feed forward
DNN, and we have used community analysis to relate neurons’ activations with semantic similarity among output
classes [25]. Building upon this work, we have investigated the use of link prediction on an extended version of the
co-activation graph to generate local explanations in terms of semantic properties [26]. We are not yet there, but the
outcome of our investigations convinced us that we need approaches which can go beyond simple model distillation
and analysis, aiming at building a complete high-level symbolic abstraction of the network’s inner working. Such
a comprehensive representation can result from the combination of i) a knowledge graph distilled from the neural
network (for global understanding), ii) external semantic knowledge about concepts and their relationships (for local
understanding), and iii) logical rules that can cater for uncertainty, extracted (deductive) and learned (inductive) from
neural representations (for approximation). This new rich and inherently interpretable representation would need to
be validated against and reconciled with commonsense and domain specific knowledge (for robustness) before being
used to generate explanations for humans. Once explanations are generated, it is important to design ways to collect
and incorporate human feedback, and inject that back into the untrained neural model.

So far, the neural-symbolic community has focused on the design of tightly-coupled systems that can embed
symbolic reasoning into neural learning. In our opinion and based on the taxonomy of neural-symbolic systems
proposed by Henry Kautz in his talk titled “The third AI Summer” [27], more attention should be given to loosely
coupled systems for a truly hybrid and explainable approach where learning high-dimensional probabilistic fea-
tures via DNN happens in a continuous space and reasoning as well as qualitative representation of uncertainty via
Knowledge Representation and Reasoning happens in a discrete space. Such an approach would reduce combinato-
rial complexity and go beyond local explanations enabling global understanding, human feedback, and control in a
neuro-symbolic cycle [28]. The interplay between neural-symbolic systems and Graph Neural Network (GNN) has
also been explored recently [29]. GNN could be a natural fit to combine cognitive and neural representations, but
they cannot be considered capable of causal or deductive reasoning.

If we look at the use of DNNs in areas such as Medical Image Analysis, the majority of approaches to explain-
ability are post-model and based on attribution of input features to output (producing partial explanations which
are subject to human interpretation) or attention based, sometimes coupled with rule extraction (producing local
explanations) [30]. Neither of these approaches provides the necessary level of trust for high-stake decision making
such as medical diagnostics, as they do not provide human understandable insights on the model inner workings and
how the model representation relates to prior knowledge. Recent interest in applying transformers in medical image
analysis is documented in [31], but the survey indicates that transformers are not consistently better than CNN and
being extremely computation-intensive and data-hungry, applying them where the availability of annotated data is
scarce (often the case in medical imaging) can be a problem. Furthermore, only a few studies target explainability
for visual transformers.

We believe the success of neuro-symbolic integration for explainability needs to rely on a comprehensive high-
level symbolic representation of the DNN inner workings, validated with respect to domain and commonsense
knowledge and integrated in a logical layer. Validation is paramount to assess the quality of explanations [28] and
therefore it is not an aspect to be underestimated. Such validated symbolic representation is the one to be used to
generate explanations: 1) for domain experts (causal and contextual) supporting their decision making (cognitive)
process and allowing them to provide fine-grained feedback adjusting the logical layer, and 2) for AI experts,
allowing them to calibrate the predictions via knowledge injection.
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3. Objectives in neuro-symbolic approaches to human-centered explainability

Based on our characterisation of the research gaps in neuro-symbolic AI, we believe the ability to design ap-
proaches that can specifically tackle the need for explainability requires to aim at three key goals or main objectives
as listed below:

O1 Neural-cognitive mapping: reconcile low level image features with semantic concepts and relevant knowledge
into a suitable representation space. Such representation should enable not only interpretation of low level
features as semantic concepts, but also automated reasoning about their properties so as to enable validation
and qualitative analysis of the deep representation, including characterisation of bias and errors. The proposed
representation space should also support the characterisation of causality and compositionality. as key enablers
for the generation of explanations.

O2 Explainability for AI experts: define a suitable knowledge injection mechanism to propagate newly dis-
covered and validated semantic relations and constraints from the representation space in O1 across specific
intermediate layers of the neural network during training, in order to make the representation learning process
reproducible and explainable for AI experts.

O3 Explainability for stakeholders/end users: use semantic interpretation of features, causality and composition-
ality from O1 to generate human-understandable explanations and leverage such explanations to collect specific
human feedback in order to i) continuously adjust and enrich cognitive reasoning processes with data-driven
insights, catering for uncertainty in the decision making process and ii) enabling human-control iterations in
solving potential conflicts in the reconciled logical representation.

Our focus is determined by the consideration that the way humans learn is fundamentally different from the way
we can teach machines to learn. New concepts in human processes are not learned in isolation, but considering
connections to what is already known[32], and involving both cognitive and neural processes.

The research directions suggested in this paper focus on the design of solutions for combining neural learning and
cognitive reasoning in a new hybrid model used to generate explanations considering cause-effect, compositionality
and context [33] and leverage them to produce better models via explanatory interactive learning [34].

Such a neural-cognitive cycle exhibits the following key features:

– extraction and integration of knowledge from a trained network considers graphs, semantic concepts and prob-
abilistic rules; these are are extended, reconciled and validated with external relevant knowledge into a logic
layer ensuring robustness and inherent interpretability;

– injection of knowledge not only in fully connected layers [35] but also in hidden layers aims at adjusting the
way the entire network learns and reducing the impact of data-driven representation learning (including data
bias and generalisation);

– explanation generation for domain experts goes beyond the combination of visual attention methods and ques-
tion answering, as it exposes causality, hierarchies and logical relations learned by the deep model and recon-
ciled in the logical layer;

– human-centered explainability leverages explanations to guide experts in providing targeted feedback to
add/remove/modify conditions and rules in the logical layer enhancing interpretability and trust; this is ex-
pected to lead to wider adoption of Deep Learning for high-stake decision making, and contribute to material-
ising their potential in terms of efficient reporting and reduction of human errors.

The suggested directions for investigation in the development of new hybrid approaches to representation, learn-
ing and reasoning rely on the extraction of knowledge from a trained deep network to understand its inner workings
at a global level, the augmentation of such knowledge with commonsense relevant for a domain, and the injection
of parts of the resulting augmented knowledge into the learning process for a non-trained network. Unlike existing
solutions to explainability in Deep Learning which are only providing local model understanding and are therefore
incomplete, these new approaches aim at considering the learning and decision process as a whole, through a holis-
tic symbolic representation that makes it possible to go from one approach to the other and back without losing
information in the conversion. A key step in the process is the involvement of domain experts (such as medical
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practitioners) as decision makers in validating and refining the intermediate representation based on the generated
explainable outcome.

This new characterisation can drive fundamental changes and new opportunities in the next generation of algo-
rithms and tools for machine intelligence from both a semantic and a big data perspective [36][33][37].

4. Key Elements of the Extraction-Explanation-Injection cycle

As a starting point in laying the foundations of our investigation, we outline three key assumptions or hypothesis
(H) before defining the elements we believe should be part of the core of a neuro-symbolic cycle for human-centered
explainability.

H1. Graphs are well suited to extract knowledge about neural activities in deep networks, while probabilistic
logic rules can intuitively and effectively represent causality, complex relational dependencies, and uncer-
tainty: their combination is best suited as a formalism to reconcile commonsense priors and domain-knowledge
with deep representations.
Inspired by work done in neuroscience where functional graphs are used to represent the inner workings of
the human brain, we have proposed a preliminary notion of co-activation graph in [[25] that can represent
statistical correlations among relevant features of any deep representation in a feed forward neural network.
There is potential in this approach not only for representing co-activations, but also for analysing their relation
with semantic concepts using, among others, community analysis and link prediction techniques. However, the
complexity of relational and causal dependencies under uncertainty can be better captured by a formal language
that combines first-order logic rules and statistical relational learning [38]. There are reasons to believe it is
possible to construct a complex high-level symbolic representation that can reproduce some of the behaviour
in the DNN and bridge the gap between human and AI [39].

H2. If we can inject and propagate knowledge extracted from a trained network into any layer of a non-trained
network during learning, such a hybrid approach to representation learning can produce inherently explainable
models that are also robust and accurate.
Vector embeddings as well as modification of the loss function have become popular approaches to inject back-
ground knowledge into DNNs with a focus on improving performance [40]. Since the structural and relational
properties of the injected knowledge are lost once the knowledge is embedded or transformed, these approaches
are not particularly helpful for explainability. To avoid this, the association between logical rules and semantic
concepts on one hand, and semantic concepts and individual units on the other hand, need both to be explicit
and accessible during the knowledge injection process: the former can rely on approaches such as inductive
rule learning to adjust the weights of logical formulas by maximising the log likelihood of the training data,
the latter can be done by leveraging approaches such as Network Dissection for disentangled representations.

H3. The quality and trust in a hybrid neuro-symbolic cycle are enhanced by actively involving human experts in
the process of semi-automatically and iteratively adjusting cognitive reasoning processes based on semantic
interpretation of low level features and characterisation of their complex causal and relational dependencies.
Assessment of quality and trust can be very difficult due to the subjective nature of the concept and lack of
ground-truth. The quality and trust for an explanation has to be measured incrementally by domain experts:
every time a control-feedback is requested to annotate or update specific rules in the reconciled representa-
tion (we refer to this process as human-in-the-loop feedback control), variations of quality and trust have to
be incrementally assessed through specific questionnaires and carefully designed assessment scores that are
gender-specific. Focus group sessions with domain experts as well as engineers need to be held periodically
to collect such feedback, considering accepted inaccuracies and subjectivity for image interpretation by do-
main experts (AUCs typically of the order of 95-98%). The aim should be to achieve comparable accuracies or
surpass those achieved by human experts, at the same time increasing transparency and trust.

Based on the three key hypothesis above, the new class of approaches we suggest has to include three elements:
neural-cognitive mapping, hybrid representation learning and explanation generation and feedback loop. In what
follows we are going to describe what type of activities and approaches are suitable and can be considered for each
of these elements.
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4.1. Neural-Cognitive Mapping

When it comes to characterising the inner working of a trained deep network in a symbolic representation space,
the combination of graph analysis and graph summarisation techniques with probabilistic rules extracted from deep
representations can provide a complete and robust characterisation. One way to build and analyse the knowledge
graph is to take inspiration from the use of functional graphs in neuroscience [41][42] building upon previous work
in [25][26]. An interesting extension would be to explore the use of graph summarisation techniques to identify
statistically relevant connections. The probabilistic rule extraction approach has to rely in some way on disentangled
representation, such as those obtained by Network Dissection [22]. One possible way to achieve this would be to
combine disentangled representation with some form of ranking of feature maps as in [43]. Concept occurrences can
then be used as as positive and negative examples for a probabilistic inductive rule learning system such as ILASP
[44]. Results of graph analysis and summarisation then need to be reconciled with learned probabilistic logic rules,
in order to characterise hierarchical relationships, causality and compositionality for the identification of errors
and bias through human feedback The resulting logical layer would be the main outcome of the neural-cognitive
mapping process and it should encodes the semantics of input, output and their causal and relational dependencies.

4.2. Hybrid Representation Learning.

A representation learning mechanism referred to as hybrid would take as input the neural-cognitive mapping
discussed in Section 4.1, validate it against commonsense and domain knowledge to assess the quality of the learned
representation, and design a mechanism to inject (part of) such knowledge into the learning process of a non-
trained network. In order to be effective, the layer-specific injection approach has to consider the concept hierarchy
represented in the DNN’s hidden layers: knowledge used at the highest layers is combined with task-specific feature
representations (simpler but less generalisable), while knowledge used in the lower layers produces representations
that are more complex but more general. According to that, semantic relationships (expressed as logical constraints)
can be injected into different layers of the deep network. As mentioned earlier, association between constraints
to be injected and layers has to leverage the alignment of hidden units with semantic concepts (disentanglement),
and the relationships between those concepts in the constraints to be injected (rule induction). This association and
the concept hierarchy have to be taken into account when devising a knowledge injection mechanism that can be
based, for example, on the design of a dom heuristic (used in constraint satisfaction programming) [45] for Semantic
Based Regularisation (SRB) [46], adapted for deep learning in Computer Vision. Learning can then be performed by
minimising a semantic loss function [47] to maximise the log likelihood of the training data, so that the network is as
close as possible to satisfying the semantic constraints at any given layer . Quality of the injected knowledge needs to
be assessed by validating formal properties (such as consistency and completeness), and semantic properties (such
as provenance) in relation to given domain-specific and commonsense knowledge. Based on the initial evaluation
results, these metrics might require adjustment, which can result in best practices in data and knowledge curation as
well as parameters setting for hybrid deep representation learning components.

4.3. Explanation generation, feedback and validation

The ability to close the neuro-symbolic cycle by generating explanations for domain experts and gather feedback
is key for building as well as validating trustworthy and interpretable deep representations.

The neural-cognitive mapping aims to produce a consolidated symbolic representation space for the inner working
of the trained deep network, and such representation can be leveraged to generate explanations for experts on
certain specific outcomes as well as on the model as a whole. Such explanations, along with the same commonsense
knowledge used to validate the consolidated representation and probabilistic inductive rules learned in the mapping
process, guides the collection of human feedback.

In a similar approach, the neural-cognitive reasoning capability relies on the reconciled and validated represen-
tation and experts’ background knowledge (if available), while the learning capability relies on experts’ feedback
used as new beliefs to adjust probabilistic logic rule weights [48][49]. The hybrid explanation generation capability
does not have to solely rely on the symbolic representation, however, and can combine visual cues (such as saliency
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maps) from feature maps ranking, with causal explanations inspired by the notion of justification for logic programs
[50] extended to probabilistic rules, and link prediction for KGs in order to generate textual factual and counter-
factual explanations based on the outcome of neural-cognitive mapping. As a result, the approach will be able to
address two gaps: considering causal-inference, and including domain experts in the process [51].

Validation of the effectiveness of the neuro-symbolic cycle for explainability is not a trivial task, and there is a
pressing need for a benchmark for explanatory interactive learning [52]. These are known challenges in Explainable
AI as discussed in Section 5. The identification of the most effective way to measure not only effectiveness but
also level of trust in the model requires particular attention. It is worth highlighting that what what we propose is
a cyclic loop involving knowledge (extraction-injection cycle) as well as human feedback (explanation-feedback-
control cycle). As such, we should consider comparing measures of quality and trust variations among subsequent
iterations of the neuro-symbolic extraction-injection cycle as well as the Explanation-Feedback-Control cycle. One
way of quantifying such measurements would be to adapt methods such as the System Causability Scale (SCS) [53]
and Trustworthy Explainability Acceptance (TEA) [54].

The outcome of this human-centred feedback and adaptation process, including gender-specific feedback, can
result in best practices in explainable neural-cognitive learning and reasoning in specific fields such as clinical
diagnostics.

5. Concluding Remarks: Challenges and Opportunities

This position paper discusses a new class of approaches for the design of a neuro-symbolic cycle that leverages
symbolic knowledge, deductive reasoning and human feedback for explainability. The integration of cognitive and
neural approaches to representation, learning and reasoning as discussed in this paper provides the scientific foun-
dation for the creation of intrinsically explainable learning models. Explainability brings trust and accountability,
creating new opportunities for Deep Learning to be widely applied to high-stake decision making such as clinical
diagnostics. In what follows The remainder of this section summarises key opportunities opened up by the proposed
research agenda as well as the open challenges.

5.1. Potential Impact and Opportunities

The ability to systematically and effectively address the issues of explainability and transparency of deep learning
models has a huge potential in bridging the gap between advances in research and impact on the quality of life when
high-risk decisions are involved.

If we consider diagnostic imaging as one of such critical application areas, there is evidence to support how
domain experts do believe that the use of deep learning can actually speed up the processing and interpretation of
radiology data by 20%, reducing the rate of false positives by approximately 10%. However, there is still a lack of
clinical adoption due to opaqueness and lack of accountabilitiy of such models. The research directions outlined in
this paper aim to address this gap, leading to increased trust, greater patient empowerment and, ultimately, better
outcomes, including improved diagnosis, wider clinical deployment and greater efficiency in time and cost.

Beyond the evident potential impact on societies, health and well-being, there are also economic and commercial
aspects to be considered. According to Cynthia Rudin [6] there is a fundamental problem with the business model of
proprietary black-box deep learning systems: companies profiting from these proprietary models are not necessarily
accountable for the quality of their results, therefore they are not incentivised to pay particular attention to the
accuracy of their algorithms. There are several examples where the error of the model was not picked up, nor the
developers made accountable for the effects of the model’s error: recidivism risk prediction not considering the
seriousness of the crime in COMPAS 2; BreezoMeter’s prediction of air quality as “ideal for outdoor activities”
during the California wildfires of 2018 when it was dangerously bad 3; incorrect diagnosis of pneumonia in chest
radiographs as the model was picking up on the word ‘portable’ within the X-ray image, representing the type of

2https://www.propublica.org/article/how-we-analyzed-the-compas-recidivism-algorithm
3Mc Gough. M. (2018). How bad is Sacramento’s air, exactly? Google results appear at odds with reality, some say. Sacramento Bee.

https://www.propublica.org/article/how-we-analyzed-the-compas-recidivism-algorithm
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X-ray equipment rather than the medical content of the image 4. A truly explainable model is unlikely to suffer
the risks of such an unnoticed catastrophic outcome. There is a broad target market for this change. If we look at
diagnostic imaging only, a recent report 5 indicates that over 200 deep learning approaches are currently available
for medical image processing, worth over 2 billion USD investments, which is projected to grow at a Compound
Annual Growth Rate (CAGR) of 35% between 2020 and 2030.

In order to promote research innovation and faster adoption of this type of technology, implementations should
be released Open Source either under MIT License or CC SA-BY-NC (Creative Commons share alike, attribution,
non-commercial). New market opportunities can be generated by companies developing modifications of the Open
Source version tailored to specific needs or added components, which can be licensed for specific tasks. The value
for companies is that they will be able to sell a solution and be accountable for the quality of the model and its
transparency, resulting in a better product, higher ratings and wider use. Longer term, the Open Source success will
create new opportunities to change the business model of proprietary black-box deep learning systems, in that there
will be other aspects customers will be paying for: not the software itself, but services associated with the use of the
framework (e.g. training, consulting), or hosting and support (such as Cloud hosting and Open Source as-a-service).
The latter is a particularly good fit given how computationally intensive modern deep learning approaches are.

5.2. Challenges ahead

Advances discusses in this paper towards human-centered explainability via neuro-symbolic AI do not come free
of challenges, and the suggested directions of investigation presents some risks that are worth discussing, proposing
ideas on how such risks could be mitigated.

The availability of good quality training datasets as well as the impact of knowledge quality could be problematic
when trying to exploit the mapped symbolic representation for explanation generation. To address this issue some
attention should be given to the design of specific quality metrics and the identification of suitable thresholds to
reduce the impact of noisy knowledge and/or data. Human involvement not only in the design of such metrics but
also on their quantitative and qualitative analysis can be of help at this stage of the process.

In terms of the symbolic representation suggested for neural-symbolic mapping, there are many different logical
languages and semantics that can be considered: identifying the best candidate might not be a straightforward task.
One rule of thumb should be to consider the level of expressivity vs. complexity required by the specific application
domain and task, focusing on first-order logic languages and looking at the availability of efficient implementations
of relevant reasoning engines.

The amount of data available to train the model might also present a challenge depending on the application
scenario and the neural architecture used, as the most accurate of these models sare known for being incredibly
data-hungry. The ability to combine both knowledge and data, however, represents an advantage of the suggested
approaches as it makes them less likely to be affected by limited amounts of data or knowledge when one comple-
ments the other and appropriate validation is performed.

A final consideration needs to be made in relation to the challenge of engaging with the broader AI community in
order to maximise the potential impact of solutions combining neural and symbolic approaches to AI. Recent efforts
indicate the future looks promising and interdisciplinary research projects as well as initiatives bringing together
experts with different AI background are flourishing. This gives us hope, but nonetheless diverging foundational
phylosophies and background of the individual research groups involved should not be overlooked.
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